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Resumen

En esta investigación se ha implementado una técnica numérica fundamentada en el acoplamiento del método de elementos de 
frontera con la técnica de templado simulado, con la finalidad de resolver el problema inverso de transferencia de calor para 
una aplicación dermatológica.  La minimización de la función objetivo se ha dirigido hacia la posibilidad de estimar parámetros 
termo-físicos y geométricos de tumores hipotéticos muy pequeños alojados en el tejido de la piel (tumores con niveles de pro-
fundidad < 3 mm). La investigación considera que el proceso de transferencia de calor en los tejidos de la piel y el tumor puede 
describirse por el modelo de bio-transferencia de Pennes bajo la consideración de metabolismo y perfusión sanguínea homogé-
neos, previo a la etapa de necrosis por parte del tumor. Debido a la falta de información experimental, la solución del problema 
inverso se ha llevado a cabo utilizando campos superficiales de temperatura contaminados con diferentes niveles de ruido con el 
fin de simular la distribución de temperatura que se obtendría in-situ por un equipo termográfico durante una prueba clínica. La 
convergencia hacia los valores esperados ha mostrado la generalidad de la técnica en diferentes casos de estudio. 

Abstract

In this investigation, a numerical procedure, based on the Boundary Element Method coupled with the Simulated Annealing 
technique, has been used for estimating thermo-physical and geometrical parameters of very small hypothetical skin tumors 
using a surface temperature profile. For this, it was assumed that the thermo-physics of the yet-to-be detected cancerous lesion 
is described by Pennes' model with homogeneous perfusion and metabolism before necrosis. Several results are presented for 
tumors of Clark levels II–IV to illustrate the generality of the methodology. Different levels of noise have been imposed in the 
temperature fields obtained in the direct problem in order to simulate the input experimental temperature fields. The bio-heat 
transfer model has been solved in steady state simulating a state of extremely rest, which is the condition of a patient during a 
clinical trial. 
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Nomenclature

A Matrix containing the coefficients of the linear 
system of equations.

B Column vector of the linear system of equations
c Specific heat of tissue.
c1,c2 Constants.
d Tumor thickness.
d* Perturbed valued for d.
E Objective function.
G, H Matrices with influence coefficients. 
h Convective heat transfer coefficient.
K Constant in the Metropolis’ criterion.
k Thermal conductivity of tissue.
l Length domain.
mb Blood mass flow rate.

N Number of annealing temperatures.
n Unit normal vector.
Pa Probability of acceptance.
Qmet Metabolic heat generation.
q Column vector containing normal derivatives.
rand Random value in the range 0-1.
r, z Cylindrical coordinates.
S Secondary matrix.
T Column vector containing boundary temperatures.
Ta Arterial temperature.
Tc Core body temperature.
T Tissue temperature.
T* Dimensionless temperature.
Tann Annealing temperature.
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Texact Exact temperature.
T∞ Ambient temperature.
t Time.
Tcomp Vector containing computed temperatures.
Vo2

Oxygen consumption of tissue.
w Tumor width.
X Vector containing the unknown tumor parameters.
x Column vector containing unknowns of the linear 

system.
Y Vector containing measured temperatures.

Greek symbols
Γ1 Outer boundary.
Γ1,2 Interface between Ω1 and Ω2.
ε Random value.
λ Mass fraction.
ρ Density of tissue.
σ Standard deviation of noise.
Ω1, Ω2 Computational domains.
ωb Blood perfusion rate.
ωb* Perturbed value for ωb.

Introduction

According to the Mexican Department of Health, since 2001 
skin cancer has been the second type of cancer diagnosed in 
Mexico. Malignant melanoma is the most fatal type of skin 
cancer because it is originated in the melanocytes, the cells 
which produce the pigment melanin that colors our skin, hair, 
and eyes. According to Riegel et al. [1], in the 1930s the risk 
of a person developing malignant melanoma was 1 in 1500 
worldwide. At the current rate, that risk is 1 in 74. According 
to Clark et al. [2] and Breslow [3], the survival prognosis in 
melanoma is directly proportional to the invasion level of 
the tumor as deeper melanomas metastasize more easily as 
they can reach the subcutaneous blood vessels. Therefore, 
maximum tumor thickness is the most important prognostic 
factor for patients with primary cutaneous melanoma. The 
five-year survival rate for patients with early melanoma, de-
fined as thinner than 1 mm, is 94% versus less than 50% for 
those with melanomas greater than 3 mm thick. Therefore, 
early accurate diagnosis is crucial for a successful clinical 
treatment. Although a biopsy followed by a histopathological 
examination is the standard methodology for diagnosis, this 
cancer has the potential of being diagnosed through nonin-
vasive techniques because of its cutaneous location. Among 
various types of noninvasive medical techniques for cancer 
detection, such as ultrasound or magnetic resonance imaging, 
thermal methods appear to be reliable, safe and mainly non-
expensive. Since the discovery by Warburg [4] of the gly-
colytic metabolism of malignant tumors, it has widely been 
demonstrated that they behave differently than healthy tissue 

in terms of heat production and dissipation. Therefore, sin-
ce 1964 (Brasfield et al. [5]), infrared thermography (IR) has 
been used as an alternative method to detect cancer based on 
the abnormal temperature that result at the skin surface by the 
presence of the tumor. Recently, Cetingul and Herman [6] per-
formed an experimental study to verify the feasibility of IR in 
distinguishing benign from malignant skin cancerous lesions. 
35 patients with skin pigmented lesions were studied and only 
two of these cases were found to be malignant melanoma. The 
clinical assessment of these lesions was done by checking the 
ABCDE criteria for melanoma identification prior to biopsy. 
Similar investigations have concluded that IR is a promising 
method for detecting cutaneous and subcutaneous cancerous 
lesions (Santa Cruz et al. [7] and Keyserlingk [8]). Neverthe-
less, this technique needs to explore the relationship between 
the abnormal skin surface temperature and the characteristics 
of the cancerous lesion (tumor thickness and blood perfusion) 
to become a simple, quantitative, objective, and noninvasive 
in situ screening and diagnostic tool to evaluate the cancerous 
lesions. In order to complement the IR imaging technique, 
several methodologies based on the solution of the inverse 
bio-heat transfer problem have been proposed in order to esti-
mate thermo-physical and geometrical tumor parameters. For 
example, Paruch and Majchrzak [9] estimated thermo-phy-
sical parameters of hypothetical tumors using a least-square 
algorithm based on sensitivity coefficients. In some cases of 
study, the algorithm developed was not always convergent or 
a wrong solution was obtained. Partridge and Wrobel [10], as 
well as Mital and Scott [11], used a genetic algorithm to esti-
mate the position and size of hypothetical embedded tumors 
from surface temperature fields. The code developed was not 
capable of obtaining a solution for the case of very small and 
deep simulated tumors. The inverse problem was also solved 
by Agnelli et al. [12] using a second order finite difference 
scheme coupled with the pattern search algorithm. Even in 
the case when 5% and 10% of noise was added to the input 
data, the methodology estimated different parameters with 
very good accuracy. However, experiments for the case of 
very small and deep tumors were not performed. In order to 
contribute to the field of the inverse estimation process, Luna 
et al. [13] have developed a new methodology based on the 
boundary element method coupled to simulated annealing. 
Results of this investigation show a better quality in the para-
meter estimates compared to those obtained by other authors. 
However, this technique has not been tested if the variation in 
the surface temperature field caused by the hypothetical tu-
mor is extremely small. Therefore, in order to demonstrate the 
robustness of the technique, it has been adapted to the special 
case of skin cancer, for which it has been demonstrated that it 
leads to a very small surface temperature gradient at very early 
growth stages [6]. In this case, the simultaneous estimation of 
the hypothetical skin tumor thickness and blood perfusion rate 
is carried out by considering the thermo-physical information 
available in the literature for skin and malignant melanoma, 
as well as the sizes defined by the Clark levels of invasion [2].
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Modeling of Skin and Tumor Tissues

Malignant melanoma is characterized by uncontrolled growth 
of melanocytes, which are at the base of the epidermis, leading 
to irregular tumor shapes. In order to quantify the differences 
between the thermal responses of irregular and regular (sym-
metrical) tumor shapes, Cetingul and Herman [14] compared 
the responses of irregular 3D tumors with very small symme-
trical tumors, as well as with a cylindrical region that has the 
same cross-sectional area. A negligible temperature difference 
in the surface temperature profile was found. Based on this re-
sult, the analysis in this work was carried out considering a 2D 
domain considering that the tumor is embedded into the skin 
about 0.1 mm below the surface, as shown in Figure 1. Similar 
to the assumptions taken by Liu and Xu [15], the skin region 
was considered as a unified tissue.

Figure 1. Representation of a malignant melanoma tumor embedded in the 
skin tissue.

The level of invasion, or tumor thickness, is the depth of a me-
lanoma lesion measured from the base of the epidermis to the 
deepest identified melanoma tumor cells. This work considers 
primary melanomas, which are characterized by less than 2 
mm invasion and without necrosis. Different Clark levels of 
invasion and tumor widths were considered in the study, as 
listed in Table 1.

Thermal Properties. In this work the density, heat capacity 
and thermal conductivity of the skin were calculated using 
the correlations developed by Cooper and Trezek [16]. Values 
of density, heat capacity and conductivity for the tumor were 
assumed to be similar to the properties of water due to lack 
of information. On the other hand, based on experiments by 
Stucker et al. [17] and experimental data compilation by Vau-
pel et al. [18], the blood perfusion of malignant melanoma is 
considered to be from three to eight times larger than in normal 
skin tissue.

Table 1. Dimensions of the tumors considered in the study.

Clark level Level II Level III Level IV

Width (mm) 0.5 – 1.0 0.8 – 1.5 1.0 – 2.0

Thickness (mm) 0.5 – 0.75 0.8 – 1.0 1.5 – 2.0
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Table 2. Values of the thermo-physical properties used in the study.

Tissue c
(J/kg.°C)

k
(W/m.°C)

ρ
(kg/m3)

ωb
(mlb/s.mlt)

Qmet
(W/m3)

Skin -- 0.53 -- 0.00085a 368

Tumor -- 0.558b 1030b 0.0026 to 0.0047 3072 to 6016

Blood 3770d -- 1060c -- --

aVaupel et al. [18]  cDuck [22]
bCetingul and Herman [14]  dTorvi and Dale [23]

According to Huckaba et al. [19], the total metabolic heat pro-
duction of the human body at rest is uniformly distributed bet-
ween the skin (1.96%) and the body (98.04%). The metabolic 
rate of a neoplastic tissue, however, is independent of the total 
metabolic value and is directly related to the mass, perfusion 
rate, and oxygen consumption of the neoplastic tissue. There-
fore, in this work the rate of oxygen consumption of the tu-
mor has been obtained by using the values given for the blood 
perfusion (ωb, mlb/s.mlt) previously transformed to blood flow 
units (mb, ml/g.min) by using volume and time conversion fac-
tors, as well as the tumor density. Thus, Equation (4), which 
was proposed by Kallinowsky et al. [20] for different types of 
human tumors, including malignant melanoma, is evaluated to 
obtain the corresponding oxygen consumption (VO2

, µl/g.min). 
If it is assumed that 2×103 J of heat are liberated per liter of 
oxygen used, according to Sien and Jain [21], the oxygen con-
sumption is multiplied by the above heat value to obtain the 
heat produced by the tumor. This value is then used during the 
evaluation of the bio-heat model. The complete set of parame-
ter values used in the analysis is listed in Table 2.

V mO b2
34 3 3 8= +. .            (4)

Mathematical Model. The mathematical relationship given 
by Equation (5) was used to model the bio-heat transfer in 
both healthy and cancerous tissue by assuming steady state 
conditions in order to simulate the real situation during a cli-
nical trial.

∇ ∇ + −( ) + =k T c T T Qb b b a metω ρ 0          (5)

In this model, developed by Pennes in 1948 [24], the blood 
perfusion is considered as a uniform heat sink/source term; the 
model neglects the direction of local capillary perfusion, and 
the influence of larger vessels in proximity to the local tissue. 
Shih et al. [25] present a detailed summary of the formulation 
of nine different bio-heat equations, including, among others, 
Mitchell and Myers’ model, Keller and Seiler’ model, and 
Chen and Holmes´ model, for which the main contribution is 
the effect of the countercurrent flow between vein and capi-
llary blood flow.

If constant properties and steady state conditions are assumed, 
Equation (5) can be rewritten as:
        
∇ = −2

1 2T cT c            (6)
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where c1= ωbρbcb/k and c2=(ωbρbcbTa+Qmet)/k. This equation is 
solved using the DRBEM, method in which the fundamen-
tal solution of Laplace’s equation is used to approximate the 
term on the left-hand side. On the other hand, the nonhomo-
geneous part, b=c1T-c2, is approximated as a linear combi-
nation of interpolation functions expressed in matrix form 
as b=Fα, where α is a vector containing the nodal values 
of unknown coefficients. By applying both approximations, 
this leads to the system of equations given by: HT-Gq=(HÛ-
GQ)F-1b
where the matrix F is calculated once the interpolation 
function has been defined. Letting S=(HÛ-GQ)F-1 this sys-
tem of equations can be rewritten as in Equation (7). This 
equation will be used to model the skin cancer bio-heat trans-
fer by taking into account the computational domain shown 
in Figure 2, which consists of two subdomains, Ω1 and Ω2, 
representing the healthy skin and tumor, respectively. Expli-
cit details for the deduction of Equation (7) can be revised in 
[13]; therefore the symbols have their usual meaning.

H S T Gq S−( ) − =c c1 2          (7)
 

Figure 2. Computational domain.

As this potential problem is a composite domain problem, 
it should be solved by applying Equation (7) separately for 
each subdomain. The reason for this is that the fundamental 
solution is valid only for homogeneous domains. Therefore, 
applying this equation to the composite domain of Figure 2, 
the following systems of equations are obtained:
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- for the tumor (Ω2)
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Equations (8) and (9) are solved by imposing appropriate 
boundary conditions and continuity equations for the tempe-
rature and heat flux at the interface between healthy tissue and 
tumor (Γ1,2). Once the continuity equation, given by Equations 
(10) where k1,2 is the square conductivity matrix, and boun-
dary conditions are applied, the problem is combined into the 
single system of equations which is solved by the Gauss eli-
mination scheme.

T T

q k q
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1
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(10)

The present study considers small cancerous lesions and a 
larger area of healthy tissue surrounding the lesion. Both 
domains are modeled as a homogeneous tissue and the mo-
del that represents the skin tissue is considered to be large 
enough in order to consider negligible thermal effects of 
the tumor at the boundaries r=-6 mm, r=6 mm, and z=10 
mm. The skin surface, Boundary I in Figure 3, is exposed to 
the natural convective condition at ambient air temperature 
(T∞=25oC, h=10 W/m2.°C). The bottom surface is assumed 
to be at core temperature (T=Tc=37oC ). The exterior boun-
dary was discretized with 120 linear elements and multiple 
nodes were used at the corners to take into account the dis-
continuity of the boundary conditions, as shown in Figure 
3. Each edge of the interface was divided into 30 linear ele-
ments as well.

One concern in the present study is which kind of tumors can 
be detected through only the surface temperature, as well as 
the tumor parameters that can be detected. This is in fact res-
tricted by the sensitivity of the surface thermometry and the 
algorithm applied, and more importantly, by the understan-
ding of the tumor physiology. Before performing the inverse 
analysis, the DRBEM has been implemented for solving the 
steady state direct problem defined by Equation (5) by con-
sidering the tumor sizes listed in Table 1, as well as the range 
for the tumor blood perfusion rate given in Table 2, and the 
boundary conditions previously defined. Results of this sen-
sitive analysis are presented in Figures 4 and 5, respectively.

By considering a constant value for the blood perfusion rate 
(0.0047 mlb/s.mlt), Figure 4 shows the skin surface tempera-
ture distribution for tumors with several Clark levels of in-
vasion. Note that Thealthy is the surface temperature of a region 
far away from the tumor, ∆Tmax is the maximum temperature 
difference obtained for all the cases studied, and l=12 mm is 
the length of the skin tissue.
 

Figure 3. Boundary conditions used for application of the DRBEM.

Noting that the temperature is symmetric since the tumor is 
centered at r=0 , the profiles indicate that the surface tem-
perature distributions are sensitive to the tumor size as this 
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parameter affects both the peak temperature (the temperature 
just above the neoplasm) and the shape of the profile. As 
expected, the surface temperature difference increases as the 
tumor size is increased. Therefore, it is possible to obtain 
inversely an estimate of the invasion level by using the sur-
face temperature, and this can be used to attempt to stage 
melanoma lesion during a clinical evaluation. The thermal 
response of a tumor with different blood perfusion rates was 
also investigated. Figure 5 shows the computed dimension-
less skin surface temperatures over a tumor of Clark level 
IV for a range of ωb values, and assuming constant tumor 
size (w×d=2 ×2 mm). The results indicate that the surface 
temperature distributions are sensitive to the tumor blood 
perfusion as well. As expected, the temperature difference 
increases as the blood perfusion is increased. This suggests 
that it might be easier to detect tumors with high blood per-
fusion rates.
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Figure 5. Effect of the tumor blood perfusion on the surface temperature 
distribution.

Estimation Methodology

Objective Function. This work is concerned with the simul-
taneous estimation of the skin tumor blood perfusion rate and 
the thickness of the tumor using the skin surface temperature 
distribution. The solution of this inverse problem is based on 
the minimization of the value of the sum of the squares of 
the differences between the temperatures measured at nodes 
on the skin surface and the computed temperature obtained 
from the solution of the direct problem with estimates for the 
unknown quantities by using the DRBEM. This objective 
function (E) is defined by Equation (15), where Y and T are 
vectors containing the measured and estimated temperatu-
res, respectively, and the superscript T denotes the transpose 
of the vector. Let X=[d  ωb] be the set of unknown tumor 
parameters.

E
T

= ( )( ) ( )( )Y T X Y T X- -       (15)

Measured Temperature Data. In the most up-to-date te-
chnical literature it has been found that the technological 
advances in thermo-graphical cameras allow temperature 
measurements with less than 1% deviation error, and thermal 
resolution (minimum temperature difference) of less than 14 
mK. On the other hand, according to Fogelson et al. [26], the 
error associated to thermocouples used for measuring human 
body temperature is 0.05 °C. Based on this information, noi-
se with different levels of standard deviations (σ) was inser-
ted in the surface temperature distributions obtained in the 
direct solution, as shown in Figure 7, to simulate the expe-
rimental temperature fields used as input data in the inverse 
process due to lack of experimental information. Such noise 
was imposed as: Y=Texa+ε, where Texa is the exact local tem-
perature, taken from Figures 5 and 6, and ε is a random value 
taken from the range ±0.05 °C. Although these errors do not 
seem significant, the surface temperature differences are so 
small and the effect of these levels of noise perturbs signifi-
cantly the curve of the exact solution, as shown in Figure 6.
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Figure 6. Perturbed surface temperature used as measured temperature 
data.

Minimization Technique. The technique of simulated an-
nealing is basically a process of three steps: perturb, evaluate, 
and accept the solution if it is better than a solution previously 
chosen [27]. At the beginning, before any perturbation, the 
initial solution (X0) is created by assigning random values for 
the tumor thickness and for the blood perfusion rate from the 
ranges given by Equation (16).

0 1 3 0. .≤ ≤
≤ ≤

d

b

mm
0.00085 0.0085 ml /s.mlb tω        

(16)

This work considers the temperature-dependent perturbation 
scheme given by Equation (17), in which the value of each 
parameter is added to a random value whose maximum am-
plitude is proportional to the current annealing temperature.

d d T rand T

T rand T
ann ann

b b ann ann

*

* /

= + × ×( ) −
= + × ×( ) −

2

2

mm

ml s.mlbω ω tt       
(17)

where rand is a random value between 0 and 1. The number 
of iterations per annealing temperature has been chosen bet-
ween 10 and 50 based on the available computing resources. 
The acceptance criterion is to accept a solution whenever it 
has an error lower than that of the previous solution. The Me-
tropolis Algorithm [28], defined by Equation (18), follows 
this criterion and was used to compute the probability of ac-
ceptance (Pa) for a perturbed solution.
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where ΔE=Ei+1-Ei=E(Xi+1)-E(Xi) is the difference between the 
solution after it has been perturbed and the current solution. 
In order to reduce the time spent on vain perturbations, the 
method given by Ledesma et al. [29] was considered in this 
work for estimating the value of K. The way in which the 

annealing temperature decreases was set by following the 
exponential schedule given by Equation (19).
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where Tann,i represents the i-th annealing temperature, being 
Tann,0 and Tann,N the initial and final annealing temperatures, 
respectively. Before the beginning of annealing, the initial 
annealing temperature is taken as the average value of the 
objective function evaluated at ten randomly selected points 
in the space defined by Equation (16). In addition, the annea-
ling temperature is allowed to decrease until it reaches a very 
small value close to zero. Therefore, the searching process is 
stopped when the objective function reaches a specific value 
related to the noise measurement in the input data. A brief 
flowchart of the solution method is presented in Figure 7.
 

Figure 7. The inverse procedure based on simulated annealing.

Result

Results considering constant tumor size. In this section the 
results obtained for three tumors with constant size (w×d=2 × 
2 mm ) and different blood perfusion rates are presented. The 
estimates for the tumor thickness and blood perfusion rate 
are presented in Table 3. For each level of noise the inverse 
process was carried out twice with different random initial 
solutions in order to test the robustness of the computation. 
In Case I, the exact blood perfusion is 0.0069mlb/s.mlt, that 
is 8 times higher than the perfusion in normal skin, and the 
maximum surface temperature difference is 0.132 °C. In or-
der to show the influence of using an inappropriate number 
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of perturbations at each annealing temperature during the in-
verse process, results reported for this case were computed 
by considering 10 perturbations in the inverse process for the 
five levels of noise considered. The methodology works well 
considering noise with standard deviation less than 0.0123; 
however, by increasing the level of noise the results become 
less accurate if the number of perturbations is maintained 
constant. These results suggest that the number of perturba-
tions in the minimization technique should be modified for 
the success of the searching process. In Case II the blood 
perfusion is 0.0047 mlb/s.mlb (5.5 times higher than the per-
fusion in normal skin), which leads to an exact maximum 
difference in the surface temperature profile of 0.088 °C. It is 
clear that it is possible to estimate the tumor properties with 
good accuracy once appropriated parameters are used in the 
optimization technique. In this case the number of perturba-
tions per annealing temperature was set at 25. In Case III the 
exact maximum difference in the surface temperature profile 
is 0.044 °C, which is smaller than those obtained in Cases 
I and II as the blood perfusion rate has been decreased to 3 
times the perfusion in normal skin (0.0026 mlb/s.mlt and). 
Again, results show good agreement between actual and pre-
dicted parameters regardless of the initial solution by taking 
into account 25 perturbations in the inverse process.

Results considering constant blood perfusion rate. In this 
section the results obtained for three tumors with constant 
blood perfusion (ωb=4.7×10-3 mlb/s.mlt) and different inva-
sion levels are presented. Clark level II (w×d=0.5 ×0.75 mm): 
in the experiments performed for this case, the result produ-
ced by the inverse process was a tumor measuring 0.7554 
and 0.7868 mm thick with a blood perfusion of 4.8014×10-3 
and 4.5172×10-3 mlb/s.mlt respectively. The exact maximum 
difference in the surface temperature profile is 0.0456 °C. 
Clark level III (w×d=0.5×0.75 mm): the result produced by 
the methodology was for a tumor that is 1.0257, 0.9644 
and 0.9464 mm thick, blood perfusion of 4.5621×10-3, 
4.5618×10-3 and 4.6372×10-3 mlb/s.mlt, respectively. The 

maximum noise standard deviation for this case was 2.2%. 
Figures 8 and 9 show the input surface temperature data for 
each level of noise considered in these cases, as well as the 
computed temperature profiles using the parameters pre-
dicted by the inverse process. Clark level IV (w×d=1.5×2.0 
mm): considering as input data for the temperature distri-
bution at the skin surface the values listed in Figure 10, 
the result produced by the inverse process was for a tumor 
that is 2.0084, 2.0252, 1.9989 and 2.0359 mm thick, with a 
blood perfusion 4.6835×10-3, 4.7945×10-3, 4.7033×10-3 and 
4.2918×10-3 mlb/s.mlt, respectively.

Evolution of the estimation technique. This section discus-
ses the evolution and convergence of the estimation techni-
que. According to Figure 11, the initial guess did not affect 
the final estimate, indicating that the objective function has 
the global minimum in the region of interest. In this gra-
phs, each marker represents the set of values accepted by 
simulated annealing during the minimization process. It is 
evident that the number of partial solutions accepted before 
the convergence, as well as the number of iterations, varies 
significantly for different levels of noise, as well as for each 
experiment. As the initial solutions are generated randomly, 
the predicted values for the thickness and blood perfusion 
are significantly inaccurate at the beginning of the process; 
however, there is a significant improvement as the number of 
perturbations increases (decrease of the annealing tempera-
ture). For the cases in Figures 11(a) and 11(b), all the expe-
riments converged in almost the same number of iterations 
(2069). However, the number of solutions accepted was 12 
for experiment 1, 4 for experiment 2, and 11 solutions for 
experiment 3. For all the cases presented, the behavior in the 
diversity of the number of iterations and solutions accepted 
prior to convergence prevails. This behavior is explained by 
the random nature of simulated annealing in proposing solu-
tions. In some other cases, the searching process found the 
expected value immediately, and it was maintained constant 
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Figure 8. Exact, input and predicted surface temperature profiles for a tumor with a size w × d=0.5×0.75 mm, σ1=0.46%, and σ2=1.0% .
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throughout the rest of the process, such as in the searching 
of the thickness in Figure 11(d) for different levels of noise.

Conclusions

Based on the accuracy of the results obtained for the hypo-
thetical cases studied here, it was found that the inverse me-
thod works satisfactorily in the simultaneous estimation of 
unknown parameters under the consideration of extremely 
small surface temperature gradients, even in the case when 
noise was added to the input data. In general terms, the re-
sults show excellent agreement between the exact and pre-
dicted parameters, with an absolute error in the estimation of 
the thickness within 5.4% and an absolute error in the esti-
mation of the blood perfusion within 9.5%.

Although the inverse process has focused on bio-heat transfer 
problems to evaluate geometric and thermophysical parameter of 
possible malignant cancerous regions in the human skin, several 
aspects of this research merit further investigation in order to be 
used in realistic clinical situations. For example, the methodolo-
gy presented here requires dealing with temperature-dependent 
thermo-physical properties, which are particularly relevant when 
considering hyperthermia cancer therapy, as well as 3D cases to 
study the ability of the procedure to detect arbitrarily embedded 
tumor and geometries, such as would be found in clinical trials. 
The potential of the DRBEM and simulated annealing in ade-
quately detecting geometrical and thermo-physical properties of 
vascularized, non-uniform skin tumors will significantly impact 
the applicability of this approach as a valuable clinical tool.
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Table 3. Parameter estimates for Case I, Case II, and Case III.

Test

Exact Case I Exact Case II Exact Case III

2.0
(mm)

6.9×10-3

(mlb/s.mlt)
2.0

(mm)
4.7×10-3

(mlb/s.mlt)
2.0

(mm)
2.6×10-3

(mlb/s.mlt)

Estimated % Error Estimated % Error Estimated % Error

d
(mm)

ωb×10-3

(mlb/s.mlt)
d ωb

d
(mm)

ωb×10-3

(mlb/s.mlt)
d ωb

d
(mm)

ωb×10-3

(mlb/s.mlt)
d ωb

σ1=0.58% σ1=0.56% σ1=0.56%

1 2.0216 6.8048 1.1 1.4 1.9883 4.7056 0.6 0.1 2.0027 2.5502 0.1 1.9

2 2.0064 6.8358 0.3 0.9 1.9838 4.6971 0.8 0.1 1.9778 2.5959 1.2 0.2

σ1=1.2% σ1=0.94% σ1=0.94%

1 2.0366 6.7435 1.8 2.3 2.0432 4.6060 2.2 2.0 1.9758 2.5590 1.2 1.6

2 2.0459 6.7124 2.3 2.7 1.9750 4.8507 1.3 3.2 2.0162 2.6874 0.8 3.4

σ1=1.6% σ1=1.6% σ1=1.6%

1 1.9021 7.2146 4.9 4.5 1.8932 4.9353 5.3 5.0 1.9682 2.5026 1.6 3.7

2 1.9026 7.3248 4.9 6.2 2.0213 4.6173 1.1 1.8 1.9839 2.5994 0.8 0.02

σ1=2.2% σ1=2.2% σ1=2.2%

1 2.2044 6.1969 10.2 10.2 1.9559 4.8965 2.2 4.2 1.9773 2.7592 1.1 6.1

2 2.2534 6.0430 12.6 12.4 1.9682 4.8452 1.6 3.1 2.0074 2.7139 0.4 4.4

σ1=3.0% σ1=3.0% σ1=3.0%

1 1.6795 8.5 16 23.2 1.9565 4.7673 2.2 1.4 1.9119 2.6687 4.4 2.6

2 1.7820 8.3247 10.9 20.6 1.9839 4.6907 0.8 0.2 2.0441 2.5576 2.2 1.6
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Figure 9. Exact, input and predicted surface temperature profiles for a tumor with a size w × d=0.8×1.0 mm, σ1=0.6%, σ2=1.8% and σ3=2.2%.
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Figure 10. Exact, input and predicted surface temperature profiles for a tumor with a size  
w × d=1.5×2.0 mm, σ1=1.2%, σ2=1.5%, σ3=2.1% and σ4=2.9%.
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